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# Professional Summary

Innovative and detail-oriented AI Software Engineer with 5+ years of experience designing, developing, and deploying machine learning solutions in production environments. Skilled in deep learning, natural language processing, and scalable AI systems. Passionate about transforming data into intelligent products with real-world impact.

# Professional Experience

* AI Software Engineer — DeepMind Technologies, San Francisco, CA (Jan 2022 – Present)
* Designed and implemented a reinforcement learning model for energy optimization, improving datacenter efficiency by 15%.
* Led development of an NLP-based assistant using Transformers (BERT, GPT-3), increasing task automation efficiency by 40%.
* Collaborated with cross-functional teams to deploy scalable AI pipelines using TensorFlow, Docker, and Kubernetes.
* Contributed to open-source tools for model interpretability and fairness.
* Machine Learning Engineer — Synapse Analytics, Remote (Aug 2019 – Dec 2021)
* Developed fraud detection algorithms using XGBoost and neural networks, reducing false positives by 28%.
* Built end-to-end ML workflows with MLflow, Airflow, and AWS SageMaker.
* Introduced CI/CD practices for model deployment, improving release speed and reliability.
* AI Research Intern — MIT Media Lab, Cambridge, MA (Summer 2018)
* Researched few-shot learning with meta-learning frameworks (MAML).
* Published paper at NeurIPS 2019 on memory-augmented neural architectures.

# Education

|  |  |  |
| --- | --- | --- |
| Degree | Institution | Years |
| M.S. in Artificial Intelligence | Stanford University | 2017–2019 |
| B.S. in Computer Science | University of Washington | 2013–2017 |

# Skills & Tools

Languages: Python, C++, JavaScript, SQL  
AI/ML Frameworks: PyTorch, TensorFlow, Keras, Hugging Face Transformers  
Data: Pandas, NumPy, scikit-learn, Apache Spark  
Deployment: Docker, Kubernetes, Flask, FastAPI, AWS, GCP  
Version Control & Workflow: Git, GitHub Actions, Airflow, MLflow  
Soft Skills: Critical thinking, agile teamwork, mentorship, technical communication

# Projects & Open Source

* OpenVoiceAssist – Built an open-source voice assistant with multilingual support using Whisper and GPT APIs
* AutoML Optimizer – Designed a lightweight AutoML tool that won 2nd place in a Kaggle Hackathon
* ML Interpret Library – Contributor to a library offering explainable AI tools for black-box models

# Publications & Talks

* “Memory-Augmented Networks for Rapid Learning”, NeurIPS 2019
* Speaker: “Scaling NLP Models to Production”, PyCon 2023

# Certifications

* AWS Certified Machine Learning – Specialty
* DeepLearning.AI TensorFlow Developer
* Stanford Online – Natural Language Processing with Deep Learning